
 

 

 
Abstract—Because of the complexities of the Arabic language 

and the tremendous number of text documents existed in the internet, 
the development of Arabic text categorization systems is a 
challenging problem for researchers. In this paper, we developed a 
new Arabic text classification system based-on Local Sparsity Ratio 
Mine Algorithm (LSC-mine). The developed system is capable of 
detecting outlier points in a spatial space; the discovering process is 
accomplished through computing the Local sparsity ratio (LSC), 
which indicates the outlier-ness of a certain point. Several 
experiments have been conducted to ensure the success of the 
developed system. The system has been implemented and tested 
using datasets of different categories collected and gathered from 
online Arabic documents websites. 
 

Keywords— Text Categorization, Text Classification, LSC-
mine, Text Clustering, Outlier Detection.  
 

I. INTRODUCTION 

ith the tremendous increase in the spread of information 
on the internet, there is a need for a text classifier which 

can help in classifying text documents in order to facilitate 
retrieving relevant information [1]. In this process, there are 
some major issues that must be considered for text 
classification applications such as dealing with any 
unstructured contents in the data, defining the number of 
features, and selecting a suitable machine learning technique 
in order to deliver highly accurate context [2]. 

Text categorization (TC) is defined as “the process of 
classifying documents into predefined categories”. Another 
definition describes the categorization process as an 
assignment of category labels to natural language documents; 
each document may be included in more than one category 
[3].  

Automatic TC is termed as an assignment process of every 
textual document into the most appropriate category, thereby; 
it is a learning process of classification schemes through 
employing training datasets [4-6]. However, automated 
techniques of TC paradigm encounter several problems that 
must be solved by any proposed technique.  

The first problem occurs when a text categorization system 
treats documents as a repository of words, which makes it 
difficult to extract the most minimal and optimized set of 
features [7]. The second problem encompasses the fact that 
categorization techniques may have a biased behavior toward 
documents with specific features or characteristics [8]; the 
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third problem focuses on information retrieval and data 
mining (DM) disciplines, which is the reality of dealing with 
unstructured data and may be the most essential issue [9].  

In the training phase, the classified text documents are 
scanned to identify the index terms and the phrases for each 
category. Then, the testing phase assigns each unstructured 
text document into an appropriate category(s) depending on its 
contents. Finally, a validation test is used to corroborate any 
inconsistent judgment by the classifier [10], [11]. 

In this paper, our contributions can be summarized as 
follows: 
 The developed system based-on the Local Sparsity LSC-

mine algorithm [12-13]. The Proposed algorithm is an 
outlier detection algorithm that belongs to a clustering 
paradigm.  

 The adopted algorithm is capable of detecting outlier points 
in a spatial space; the discovery process was 
accomplished through computing the local sparsity ratio 
(LSC), which indicates the outlier-ness of a certain point.  

 The system has been implemented and tested using a 
dataset that consists of a collection of Arabic text 
documents gathered from internet websites. 

 Several experiments have been conducted to ensure the 
success of the developed system. 

This paper is organized as follows. Section II presents the 
necessary background information and related works. The 
Implemented text clustering algorithm is provided in Section 
III. In Section IV, and V we describe the implementation and 
the results of the analysis. Finally, we present the conclusion 
and propose future work in Section VI. 

II. LITERATURE REVIEW AND RELATED WORKS 

An automatic TC concept has been proposed several times 
during the last 35 years and some surveys [14-16] managed to 
address the most common TC algorithms. 

Between the 1960s and early 1980s, the published TC 
techniques were restricted so that all TC techniques classified 
documents using an expert system that manually inserted 
rules; this is known as the disjunctive normal form (DNF) 
[17]. The main limitation here was the need to predefine all 
rules for every category manually. However, since the 1990s 
machine learning concepts have been enhanced with TC 
algorithms development and new construction systems. 

The TC problem is composed of several sub-problems, 
which have been studied intensively in the literature such as 
document indexing, weighting assignment document 
clustering, dimensionality reduction, threshold determination, 
and the type of classifiers.  

Document indexing is associated with a method of 
extracting indexes from the document. There are two main 
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approaches to accomplish document indexing; the first 
approach considers index terms as “bags of words” [18] and 
the second approach regards the index terms as phrases [19], 
[20]. A drawback of the first approach is that it complicates 
index term extraction through increasing the dimensionality of 
the document. The second approach extracts phrases either 
syntactically [17], statistically [19] or using a combined 
method between them [20]. Despite decreasing the 
dimensionality of documents and supporting higher semantic 
qualities; dealing with phrases reveals several challenges such 
as longer phrases that include more terms and consequently 
more synonyms, in addition; phrases have lower frequencies 
which may affect the weighting assignment process.  

Classifying Arabic text documents requires preprocessing 
the documents by extracting the roots. This process is quite 
significant in terms of reducing the dimensionality of the 
documents. Several techniques have been developed to 
perform these preprocessing tasks such as stemming, root 
extraction and thesaurus comparison.  

Root extraction is considered to be one of the most 
important steps during the preprocessing phase, it is quite 
important in terms of reducing the document dimensionality 
and increasing the accuracy of the categorization process. 
Several statistical approaches have been explored. One of the 
proposed techniques [21] applies a list-removing mechanism 
to extract irrelevant letters from an Arabic word. This 
technique tries to follow up unimportant characters through 
evaluating the word using a co-occurrence analysis formula. 

Weight assignment techniques assigned a real number, 
ranging from 0 to 1 for all documents’ terms; weights will be 
required to classify newly indexed documents. Different 
information retrieval models use unique methodologies to 
compute these weights, for example; the Boolean model 
assigns either 0 or1 for each index term. In contrast, vector 
space model computes a tf-idf factor [18], which ranges from 
0 to 1, this model is further described in the following section. 

There are two categories for the learning-based TC 
algorithms; they are inductive learning algorithms and 
clustering-based algorithms. A TC algorithm uses different 
decision tree models to classify documents through building a 
tree by computing the entropy function of the selected index 
terms [7], [22] such as ID3 [19] and C4.5 [23], [24].  

Another inductive learning algorithm based on probabilistic 
theory, such as one that emphasized naïve Bayesian models 
[25], [26] generated good results in the TC field. Historically, 
the most widely famous naïve Bayesian model was known as 
a binary independent classifier [27]. 

The hope in constructing TC algorithms that have the 
ability to learn, using the least amount of training, means that 
an efficient approach to classifying documents appropriately. 
The clustering issue is intensively emphasized in the science 
of statistics and will be discussed in detail in the following 
section.  

One of the first attempts to address clustering techniques 
for the TC problem was stated by introducing a comparison 
between the k-means algorithms and hierarchical clustering 

algorithms [28]. The results showed better performance for 
the hierarchical algorithms although they were slower than the 
k-means algorithm. 

Different TC methods have emerged to categorize 
documents, such as support vector machine and multi-class 
support vector machine SVM [23], [29], k-nearest neighbor 
KNN [29], least linear square fit LLSF [25], logistic 
regression LR [30] and ridge regression. 

Linear SVM based algorithms use quadratic programming 
techniques to optimize the operation of structural risk 
maximization, which in turn tries to reduce any generalization 
error instead of reducing the empirical error [15], [29]. 
Various KNN models compute the distances between the 
document index terms and the known terms of each category 
by applying distance functions such as cosine, dice similarity 
or Euclidian or Minkowski functions, the returned classes are 
the kth classes with the highest scores. 

An LLSF algorithm [31] measures the likelihood between 
the documents’ index terms and all existing categories using a 
linear parametric model, which consisted of three steps. In this 
model each document was associated with two vectors: I [dj] 
as an input weight vector of term T and O (dj) as an output 
vector of category C to which the document belongs. 

The most delimited factor in applying an LLSF algorithm, 
though its results compete with an SVM algorithm, is its high 
space computational and space complexities. LR and RR 
algorithms calculate the likelihood between training set 
category’s index terms and document’s index terms using 
linear and binary regression models respectively. 

III. THE MODIFIED TEXT CLUSTERING SYSTEM 

In this paper, we developed a text clustering algorithm 
Based-on the Local Sparsity LSC-mine algorithm [12-13] and 
the well-known density-based outlier detection algorithm 
(local outlier factor) algorithm [32].  The algorithm calculates 
the distances between the nearest neighbors and the objects 
and assigns a degree of incoming data points. The assigned 
degree expresses the degree of isolation between these points 
and their neighbored points. Fig. 1 shows the flowchart of the 
Implemented algorithm.  

IV. IMPLEMENTATION AND EXPERIMENTAL RESULTS  

Our Implemented system has been demonstrated and tested 
on the following samples of Arabic documents: 

Document sample 1: 
سأل القوم عن اقتصاد الأردن و مدى قدرته على التأقلم في الظروف “

ثروة لالأردن له اقتصاد قوي ويملك ثروات بشرية ھائلة، ا ،الاقتصادية الراھنة
 ".الحقيقية ھي الإنسان

Document sample 2: 
ب حل "الإنسان العربي يعاني من مشاكل اقتصادية, تتمثل في البطالة, يج

ن خلال استغلال الثروات في توظيف وإثراء الاقتصاد."مشكلة البطالة م  
Step 1: The resulted documents after extracting the word’s 

roots:  
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Fig. 1 The Implemented algorithm. 

 
Document sample 1: 
“ ر ى بشسأل قام قصد ردن مدى قدر قلم ظرف قصد رھن ردن قصد قوى ثر

 ”ھال ثرى حقق أنس
Document sample 2: 
“  انس عرب عانى مشكل قصد مثل بطل شكل بطل سغل ثرى وظف ثرى

 ”قصد
Step 2: The calculated  tf-idf. 
The tf for the word قصد in document A is 3 / 3 = 1. 

Assuming that the word قصد has appeared in 12 documents out 
of 19 documents then the idf  of the word  قصد is  Log (19 /12) 
= 1.079181246; 

The weight of the word قصد in document A is 1* 
1.079181246 = 1.079181246. 

Step 3:  Fig. 2 shows the resulted graph where nodes are 
labeled from A to S and the written numbers on the edges 
represent the similarities computed using the Cosine 
measurement formula. 

 

 
 

Fig. 2 The graph depicts the computed similarities in the 
documents 

 
Steps 4 and 5: In this example, kdistance(A) is computed 

by looking at the most closest three points, which are {B, E, 
G}, the maximum distance between A and one of these points 
is equal to the kdistance of (A), all points that have less 
distance than the kdistance (A) are encompassed in Nk(p)) set, 
the cardinality Nk (p)| of this set is equal to the number of 
nodes; the cardinality |A| is equal to 3. Table 2 shows the 
computed kdistance (p), candidate set p (Nk (A)) and 
cardinality of A |Nk (A)|. 

 
Step 6: The local sparsity ratio lsrk(p) of an object p is 

computed using eq. 1 [12 ]: 
 

 
, where |Nk(p)| is the cardinality of kdistance neighborhood 

of p and distofNk(P) consists of all the actual distances of 
objects in kdistance neighborhood of p. The numerator of the 
ratio is equal to card |p| and the denominator is equal to the 
sum of actual distances between A and points in Nk (p)). The 
computed result of lsrk(A):  
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Table 1.  The documents and the similarities 

Edge 
Actual 

distance 
Edge 

Actual 
distance 

Edge 
Actual 

distance 
Edge 

Actual 
distance 

Edge 
Actual 

distance 
A-B 2 C-D 5 F-I 2 J-R 5 N-S 9 
A-E 4 C-E 3 F-L 5 K-L 5 O-P 1 
A-G 4 C-F 5 G-H 2 K-M 4 O-Q 3 
A-O 6 C-I 3 G-N 4 K-N 2 O-R 5 
A-P 6 C-J 5 G-O 3 K-R 5 O-S 9 
A-Q 7 D-F 3 G-P 4 L-M 2 P-Q 1 
B-C 5 D-I 5 H-K 1 M-N 4 P-S 10 
B-E 2 E-F 7 H-N 3 M-R 4 Q-R 6 
B-G 3 E-G 3 I-J 3 M-S 11 Q-S 10 
B-H 4 E-H 3 I-L 4 N-O 2 R-S 12 
B-O 5 E-I 4 J-K 2 N-Q 5   
B-N 6 E-J 4 J-L 4 N-R 2   

 

Table 2.  The computed kdistance (p), candidate set p (Nk (A)) and cardinality of A |Nk (A)| 

 
label Kdistance Candidate set (Nk (p)) Cardinality |Nk (p)| 

A 6 B, E, G, O, P 5 
B 4 A, E, G, H 4 
C 5 B, D, E, F, I, J 6 
D 5 C, F, I 3 
E 4 A, B, C, G, H, I, J 7 
F 5 C, D, I, L 4 
G 4 A, B, E, H, N, O, P 7 
H 3 E, G, K, N 4 
I 4 E, C, F, J, L 5 
J 4 E, I, K, L 4 
K 4 H, J, M, N 4 
L 5 F, I, J, K, M 5 
M 11 K, L, N, R, S 5 
N 4 G, H, K, O, R 5 
O 3 G, N, P, Q 4 
P 6 A, G, O, Q 4 
Q 5 P, O, N 3 
R 5 J, K, M, N, O 5 
S 11 M, N, O, P, Q 5 

 
Step 7:   The pruning factor (Pf) is the ratio of the sum of the 
absolute neighborhood distances to the overall sum of the 
actual neighborhood distances. The pruning factor PF (p) for 
point p is computed using the equation 2 [12]: 
 

   
 

, where the numerator of the ratio is equal to the sum of 
cardinalities in NK (p) and denominator is equal to the sum of 
the actual distances between p's neighborhood points and their 
neighborhoods' points. Once the pruning factor is obtained,  

any object with a local sparsity ratio less than Pf is removed 
since it cannot be a potential outlier candidate. The pruning 
can remove more than half of the data thereby enhancing the 
performance of LSC-Mine. 

The computed results of PF(A): 
 

 

Steps 8: Once the PF is obtained, for every point p, if Lsrk(p) 
< PF(p) then p is removed since it cannot be a potential 
candidate. After examining all points in the space; the new 
candidate sets are created. In our example, G is removed from 
all candidate sets of other points because PF(G) < Lsrk (G), 
therefore the new candidate set of A becomes {B, E} instead 
of {B, E, G}. It is noted that more than ten out of nineteen 
points have been removed.  
Table 3 shows the computed LSR and PF values for all other 
points as well as the new candidate sets. 

 
Step 9: The local sparsity coefficient of p denoted LSCk(p) 

is the average ratio of the local sparsity ratio of p to that of its 
k-nearest neighbors. The local sparsity coefficient ratio 
LSCk(p) is computed using the equation 3: 

 

  

 
, where LSCk(p) is the average ratio of the local sparsity 

ratio of p to that of its k-nearest neighbors.  A high local 
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sparsity coefficient indicates the neighborhood around an 
object is not crowded and hence a higher potential of being an 
outlier whereas a low local sparsity coefficient indicates a 
crowded neighborhood and hence a lower outlying potential. 

In the example, the value is equal to the sum of all LSR 
ratios of p's neighbor points to the LSR ratio of p: 

  
 
Table 4 includes all LSC ratios for all candidate points. The 

three points S, R, and M is the highest degree of outlier-ness 
because they have the highest LSC ratios respectively. 

 

Table 3.  LSR, PF, and the new candidate sets 

 label Lsr PF 
Marking 
flag 

Old candidate 
set 

New candidate 
 set 

Card. 

A 0.227 0.333 R B, E, G, O, P B, E 2 
B 0.364 0.297 N A, E, G, H E, H 2 
C 0.231 0.303 R B, D, E, F, I, J B, E, F, I 4 
D 0.23 0.263 R C, F, I F, I 2 
E 0.304 0.291 N A, B, C, G,  H, I, J B, H 2 
F 0.267 0.253 N C, D, I, L I 1 
G 0.304 0.333 R A, B, E, H, N, O, P B, E, H, O 4 
H 0.444 0.338 N E, G, K, N E, K, N 3 
I 0.313 0.268 N E, C, F, J, L F 1 
J 0.308 0.309 R E, I, K, L E, I, K 3 
K 0.444 0.3 N H, J, M, N H, M, N 3 
L 0.25 0.278 R F, I, J, K, M I, M 2 
M 0.25 0.214 N K, L, N, R, S K, N 2 
N 0.385 0.338 N G, H, K, O, R K, O 2 
O 0.444 0.257 N G, N, P, Q N, P 2 
P 0.333 0.301 N A, G, O, Q O 1 
Q 0.333 0.382 R P, O, N N, O, P 3 
R 0.238 0.318 R J, K, M, N, O K, M, N 3 
S 0.102 0.308 R M, N, O, P, Q M, N, O, P 4 

 
 

Table 4.  LSC ratios 

Label LSC ratio Label LSC ratio 

A 1.4715 K 0.81 

B 0.805 L 1.126 

C 1.351 M 1.658 

D 1.261 N 1.153 

E 1.329 O 0.809 

F 1.172 P 1.333 

G 1.28 Q 1.163 

H 0.85 R 1.511 

I 0.853 S 3.461 

J 1.148   

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS  

Several experiments have been conducted to ensure the 
eligibility of the developed algorithm. These experiments 
were accomplished using a dataset that consists of collection 
of Arabic-language; these documents are gathered from the 
internet websites. 

Four different experiments were performed to detect the 
accuracy of the proposed algorithm; other experiments were 
applied to compute the time complexity of the developed 
code.  

 
It is regarded that the implementation of the algorithm is 

done using the C#.NET 2012.  
The implementation is comprised of three main phases: - 

a. The parsing phase: This phase removes stop words, 
extracts roots of the words, and counts the number of 
words in the documents. 

b. The construction of document-term matrix phase: this 
matrix is quite helpful in reducing the complexity of 
finding the word frequencies, which in turn are used to 
compute the tf-idf weights and thereby identify the 
document's keyword. 

c. The LSC-mine classification phase: by applying the 
LSC-mine algorithm, which is used to classify arrived 
documents into their appropriate categories through 
computing the LSC ratio. 

The dataset consists of 241 Arabic-language documents 
collected from the Internet sites; the dataset includes 
documents belonging to five categories; learning, computer, 
software engineering, and information systems and banks 
information. Experiments were repeated over various batches 
of documents, each of which has different sizes. The 
experiments were accomplished using 50, 100, 150 and 200 
files. In every batch, the number of documents belonging to 
the same category is the same. 
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A. LSC-mine Accuracy Test  

The accuracy of the developed classifier has been tested 
using 4 batches with different sizes 50, 100, 150, and 200. 
The accuracy is computed by dividing the number of truly 
classified documents over the number of total tested files. The 
experiment shows that the accuracy of the classifier is 
gradually increased as the size of the batch increases; this is 
due to the learning behavior that is played by the LSC-mine 
classifier. The accuracy of LSC-mine algorithm is equal to 
0.6521 when the size of the batch is 200 documents. Fig. 3 
shows the resulted accuracy test using different batches. 

 

 
Fig. 3 The accuracy of the developed classifier using different 

batches 

B. Time complexity Tests 

Several experimental tests have been accomplished to 
analyze the time complexity of various phases of the LSC-
mine classifier. Fig. 4 shows the resulted time complexity test 
of the parsing phase. 

 

Fig.4 Time complexity of the Parsing Phase 

The result shows that the parsing phase requires a time 
complexity that is linearly increased as the number of the size 
of batch increases. Fig. 5 shows the percentage between the 
time complexity and the batch size.  

 
Fig. 5 The relationship between the time complexity and the 

batch sizes 
 

The second phase is the Document-Term matrix construction 
phase (D-T matrix); this phase is considered as the shortest 
phase in terms of time complexity. Fig. 6 illustrates the time 
required to run different batches of files.  
 

 
Fig.6 Time complexity of the D-T matrix construction phase 

 
Fig.7 shows the D-T matrix constructions phase has a 
fluctuated curve; this is due to the fact that the construction 
phase is related to the number and the occurrences of words 
instances.  
 

 
Fig. 7 Relationship between the batch size and the time 

complexity of the construction phase 
 

The LSC-mine classification phase is regarded as the most 
crucial phase; it requires the computation of LSC-mine ratio. 
The most critical step in this phase is the necessity to compute 
the similarity between different documents of the corpus and 
the new document. Fig. 8 shows the time complexity of the 
LSC-mine phase. 
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Fig. 8 Time complexity of the LSC-mine phase 

 
Fig. 9 shows the Relationship between the batch size and the 
time complexity of the classification phase. 
 

 
Fig. 9 Relationship between the batch size and the time 

complexity of the classification phase 
 

Finally, the Total time complexity of the LSC-mine classifier 
is depicted in fig. 10. It shows that the classifier might be 
relatively inefficient in terms of time complexity as the size of 
the batch increases. 
 

 
Fig. 10 The time complexity of the LSC-mine classifier 

 

VI. CONCLUSIONS AND FUTURE WORK 

This paper aims at proposing a new text categorization 
technique to classify Arabic text documents. The proposed 
technique uses an LSC-mine algorithm [12-13], which is an 
outlier detection algorithm that computes the outlier-ness of a 

document from a certain category. 
Experiments found that the accuracy of the implemented 

LSC-mine algorithm and the time required to complete 
classification of different document batches was performing 
better in comparison with other related algorithms 
implemented in Arabic text documents. These results show 
that the classifier completes other addressed algorithms, 
nevertheless; the algorithm requires improvements to reduce 
the time complexity especially reducing the time required to 
compute any similarity between a new document and 
previously stored documents. You may mention here granted 
financial support or acknowledge the help you got from others 
during your research work. 
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